Abstract.—The spatial distribution of marine organisms is highly patchy. Because of this patchy distribution, data from marine abundance surveys are highly skewed and have a large variance. Compounding the problem of estimating the mean abundance from such data, is that occasionally a relatively huge catch will occur. These large catches are not “outliers” but do dominate the estimates of the mean and variance. A lognormal model of the non-zero survey values (a \( \Delta \)-distribution) is used to model survey data. The estimators, based on the lognormal model, appear to be much more efficient for marine data than the usual sample estimators. In particular, the lognormal-based estimators provide reasonable estimates for data sets that contain a very large catch. The properties and efficiency of the \( \Delta \)-distribution estimators are examined and the techniques are applied to various marine data sets.

Characteristically, the observed distribution of abundance data generated by marine surveys has a large variance, is highly skewed to the right, and contains a substantial proportion of zeros. Because of this large variability, the sample mean has a low level of precision even for relatively intensive surveys (Grosslein, 1971; Godø, 1994; Pennington and Godø, 1995). A common problem in the analyses and interpretation of skewed survey data, is that a single immense catch may account for 50% or more of the total catch during a survey (Sissenwine, 1978; Dew, 1990; McConnaughey and Conquest, 1992; Bowering and Brodie, 1994). These extreme values not only greatly affect the estimate of the mean but also of the variance (Otto, 1986). As McConnaughey and Conquest (1992) observed, although these large values cause much uncertainty for management, they reflect the spatial distribution of the species and are not outliers that should be discarded. In practice, the use of more efficient sampling schemes or estimators is the only realistic way to increase survey precision; the total number of samples that can be taken is limited by the high cost of sampling at sea (Gunderson, 1993).

One possible way to increase the precision of survey estimates is to model the observed distribution of catches and exploit the model’s properties to develop more efficient estimators of population parameters (see, e.g. Pennington, 1983; MacLennan and MacKenzie, 1988; Lo et al., 1992; McConnaughey and Conquest, 1992; Conquest et al., 1996; Stefánsson, in press). For marine data, the distribution of the nonzero values is often well approximated by a lognormal distribution (e.g. Pennington, 1983; Smith, 1988; McConnaughey and Conquest, 1992; Conquest et al., 1996). Myers and Pepin (1990) found that of the 69 marine data sets they examined, only 5 differed significantly from the lognormal distribution. Thus the lognormal model has been used as a basis for developing survey abundance estimators (e.g. Pennington, 1983, 1986; Lo et al., 1992; McConnaughey and Conquest, 1992; Conquest et al., 1996). It is not surprising that marine abundance data often appear to follow a lognormal distribution. The factors that determine abundance over a region seem to have a multiplicative effect. When this is the case, survey data will be approximately lognormally distributed by the central limit theorem (see, e.g. Aitchison and Brown, 1957). More generally, the lognormal model has been useful for analyzing a wide range of ecological data. As Dennis and Patil (1988) put it: “Ecological abundance data are intrinsically positive, with a few enormously high data points typically arising in every study. The lognormal distribution is an ideal descriptor of such...
data with a positive range, right skewness, heavy tail, and easily computed parameter estimates.”

To estimate efficiently the mean of skewed marine survey data and to be able to assess its precision, I examined an estimator based on a lognormal model of the distribution. I present the estimator’s theoretical efficiency, assess its performance by applying it to several real marine data sets, and give methods for constructing confidence intervals.

Statistical methods

Suppose the nonzero catches generated by a survey are lognormally distributed, i.e. the logged values are normally distributed. If the distribution contains a proportion of zeros, then it is called a L1-distribution (Aitchison and Brown, 1957). If zeros do not occur, then it is the usual lognormal distribution.

Estimating the mean and variance of the L1-distribution

As is the case for any distribution, the sample average, \( \bar{x} \), and variance, \( s_x^2 \), are unbiased estimators of the mean and variance of the L1-distribution. Because of the properties of the lognormal distribution, the minimum variance unbiased estimators (denoted by \( c \) and \( d \)) of the mean and variance of the L1-distribution are given by (Aitchison and Brown, 1957)

\[
\begin{align*}
  c &= \frac{m \exp(\bar{y}) g_m(s^2/2)}{n}, \quad m > 1 \\
  c &= \frac{x_1}{n}, \quad m = 1 \\
  c &= 0, \quad m = 0
\end{align*}
\]

and

\[
\begin{align*}
  d &= \frac{m \exp(2\bar{y}) \left( g_m(2s^2) - \left( \frac{m-1}{n-1} \right) g_m \left( \frac{m-2}{m-1} s^2 \right) \right)}{n}, \quad m > 1 \\
  d &= \frac{x_1^2}{n}, \quad m = 1 \\
  d &= 0, \quad m = 0
\end{align*}
\]

where \( n \) is the number of observations, \( m \) is the number of nonzero values, \( y = \ln(x) \), \( \bar{y} \), and \( s^2 \) are the sample mean and variance of the logged nonzero values, \( x_1 \) denotes the single untransformed value when \( m \) equals one, and \( g_m(t) \), which is a function of \( m \) and \( t \) (e.g. \( t = s^2/2 \) in Equation 1), is defined by

\[
g_m(t) = 1 + \frac{m-1}{m} t + \sum_{j=2}^{m} \frac{(m-1)^{j-1}}{j!} \frac{(m+1)(m+3)\ldots(m+2j-3)}{j!} t^j.
\]

Estimating the variance of \( \bar{x} \) and \( c \)

Again for the L1-distribution, the sample mean, \( \bar{x} \), and \( c \) are both unbiased estimators of the mean. Likewise, the sample variance, \( s_x^2 \), and \( d \) are unbiased estimators of the population variance. If \( \bar{x} \) is used to estimate the mean, then \( s_x^2/n \), the sample variance divided by the sample size, is an estimate of the variance of \( \bar{x} \). But \( s_x^2 \) can be a very inefficient estimator compared with \( d \), and, therefore, it is frequently recommended that \( d/n \) be used to estimate the variance of \( \bar{x} \) (Aitchison and Brown, 1957). The minimum variance unbiased estimator of the variance of \( c \) is given by (Pennington, 1983)

\[
\text{var}_m(c) = \begin{cases} 
  \frac{m \exp(2\bar{y}) \left[ g_m(s^2/2) - \left( \frac{m-1}{n-1} \right) g_m \left( \frac{m-2}{m-1} s^2 \right) \right]}{n}, & m > 1 \\
  \left( \frac{x_1}{n} \right)^2, & m = 1 \\
  0, & m = 0 
\end{cases}
\]

Relative efficiency of \( \bar{x} \) and \( c \)

For the two estimators of the mean, \( \bar{x} \) and \( c \), the one with the smallest variance is the most efficient estimator. The formulas in the last section give estimates of the variance based on the particular sample drawn from the distribution. The expected or true variance of \( \bar{x} \) is (Aitchison and Brown, 1957)

\[
\text{var}(\bar{x}) = \frac{\exp(2\mu + \sigma^2)}{n} \left\{ p[\exp(\sigma^2) - 1] + p(1 - p) \right\}
\]

where \( \mu \) is the mean and \( \sigma \) is the standard deviation of the log-transformed nonzero values, and \( p \) is the proportion of nonzeros. Smith (1988) derived the expected value of \( \text{var}_{\text{est}}(c) \), which, in the same notation as above, is given by
\[
\text{var}(c) = \frac{\exp(2\mu + \sigma^2)}{n} \times \left\{ \frac{1}{n} \sum_{m=0}^{n} \left[ m^2 \left\{ \exp(\sigma^2/m) g_m(\sigma^4/2m) - 1 \right\} + p(1-p) \right] \right\},
\]

where
\[
E_{m=0} = \sum_{m=1}^{n} \frac{n^2}{m} \left( \frac{n}{m} \right)^m (1-p)^{n-m} \times \left\{ \exp(\sigma^2/m) g_m(\sigma^4/2m) - 1 \right\}.
\]

It can be shown using results from Bradu and Mundlak (1970) that the \( \text{var}(c) \) is always less than or equal to \( \text{var}(\bar{x}) \), both decrease as \( n \) increases, but \( \text{var}(c) \) decreases more quickly than does \( \text{var}(\bar{x}) \). For values of \( \sigma^2 \) typical for marine data, \( \text{var}(c) \) is considerably smaller than \( \text{var}(\bar{x}) \) (Pennington, 1986; Smith, 1988). This can be seen in Figure 1 which contains plots of \( \text{var}(c) \) divided by \( \text{var}(\bar{x}) \) versus sample size for a range of \( \sigma^2 \)'s appropriate for marine survey data.

### Tracking trends in abundance

For a series of marine surveys, it is usually assumed that the mean catch per tow is proportional to population size. If this is the case, then the estimator, \( c \), is an index of abundance. The mean of the lognormal distribution is given by \( \exp(\mu + \sigma^2/2) \). McConnaughey and Conquest (1992) have suggested that for lognormally distributed survey data, \( \exp(\bar{y}) \), a slightly biased estimate of \( \exp(\mu) \), may be a more stable index for following trends in abundance than estimates of the mean. That is, if \( \sigma^2 \) is constant over time (which is equivalent to the coefficient of variation of the untransformed variable being constant) then \( \exp(\mu) \), the median of the lognormal distribution, will also be proportional to abundance. The variance of \( \exp(\bar{y}) \) can be considerably smaller than the variance of \( c \).

The mean of the \( \Delta \)-distribution is \( p[\exp(\mu + \sigma^2/2)] \). If the mean is proportional to population size and \( \sigma^2 \) is constant for a survey series, then \( p[\exp(\mu)] \) will also be an index of abundance. It can be shown with techniques similar to those in Pennington (1983) that the minimum variance unbiased estimator, \( k \), of \( p[\exp(\mu)] \) is

\[
k = \begin{cases} 
\frac{m}{n} \exp(\bar{y}) g_m \left( \frac{-s^2}{2(m-1)} \right), & m > 1 \\
\frac{x_m}{n}, & m = 1 \\
0, & m = 0
\end{cases}
\]

and the minimum variance unbiased estimator of the variance of \( k \) is given by

\[
\text{var}_{\text{est}}(k) = \begin{cases} 
\frac{m}{n} \exp(2\bar{y}) \left\{ \frac{m}{n} g_m^2 \left( \frac{-s^2}{2(m-1)} \right) - \frac{m-1}{n-1} g_m \left( \frac{-2s^2}{m-1} \right) \right\}, & m > 1 \\
\left( \frac{x_m}{n} \right)^2, & m = 1 \\
0, & m = 0
\end{cases}
\]

As before, if \( m = n \), then Equations 7 and 8 reduce to the lognormal case (Bradu and Mundlak, 1970).

### Confidence intervals

If \( n \) is large, then \( c \pm 2[\text{var}_{\text{est}}(c)]^{1/2} \) and \( k \pm 2[\text{var}_{\text{est}}(k)]^{1/2} \) are approximately 95% confidence intervals. For smaller \( n \), a conservative approach for constructing confidence intervals is to calculate separate in-
tervals for \( p \) and for the mean (or median) of the lognormally distributed nonzero values. For example, if \((p_L, p_U)\) is a 95% confidence interval for \( p \) and \((L, U)\) is a 95% interval for the mean (or median) of the lognormal component (see, e.g. McConnaughey and Conquest, 1992), then \((p_L, p_U)\) will have a confidence level of at least 90% (=0.95 × 0.95).

**Examples**

There are two types of data sets that are typical for marine abundance surveys. The first type has a single large catch that can be many times larger than the next biggest catch. This huge catch may account for more than 50% of the total catch taken during the survey. The other category, and the more common type, is that the distribution of catches is highly skewed, as is the case for the first type, but there are no isolated large catches that dominate the total catch. These are the basic types of data sets that would be expected if samples are taken from a highly skewed lognormal distribution.

**Isolated large catches**

Occasionally, a very large value can occur when samples are drawn from a lognormal distribution. The first example (Table 1) is an artificial data set generated from a lognormal distribution with \( \mu = 0 \) and \( \sigma^2 = 4 \). The mean of the distribution is 7.4 and its variance is 2,926. Because of one large point in the sample, the estimates, \( \bar{x} = 38.8 \) and \( s^2 = 63,320 \), are much larger than the true values. The estimated standard error of the sample mean based on the sample variance is 35.6 [=(63,320/50)^{1/2}].

The sample estimates of the logged values are \( \bar{y} = 0.175 \) and \( s^2 = 3.921 \). Hence the estimates of the mean and variance from the minimum variance unbiased estimators are [Equations 1 and 2, \( m = n = 50 \)]

\[
c = \exp(0.175)g_{50}(1.961) = 7.6
\]

and

\[
d = \exp(0.350)\left\{g_{50}(7.842) - g_{50}\left(\frac{48}{49} \times 3.921\right)\right\}
\]

\[
= 1.42 \times (922.83 - 34.07) = 1261,
\]

which are much closer to the true values than are the ordinary sample estimates. The estimate of the standard error of the sample mean using \( d \) is 5.0 [=(1261/50)^{1/2}] as compared with an estimate of 35.6 based on the sample variance. The expected standard error of the sample mean (when \( n = 50 \)) is 7.6 [=(2926/50)^{1/2}].

The estimated variance of \( c \) is given by (Equation 4)

<table>
<thead>
<tr>
<th>Artificial data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
</tr>
<tr>
<td>0.25</td>
</tr>
<tr>
<td>0.61</td>
</tr>
<tr>
<td>2.35</td>
</tr>
<tr>
<td>7.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Red king crab CPUE¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
</tr>
<tr>
<td>81</td>
</tr>
<tr>
<td>154</td>
</tr>
<tr>
<td>292</td>
</tr>
<tr>
<td>626</td>
</tr>
<tr>
<td>1842</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Petrale sole CPUE²</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.89</td>
</tr>
<tr>
<td>26.31</td>
</tr>
<tr>
<td>112.71</td>
</tr>
</tbody>
</table>

¹ The data set also includes 24 zeros.
² Ten zeros are not shown.
The last example of this type of data set is from a trawl survey off the east coast of the United States. The data (Sissenwine, 1978) are the catch per tow in 1973 of Atlantic mackerel, Scomber scombrus. The largest catch (5,182 kg) is more than 25 times greater than the next largest (194 kg) and is 92% of the total catch. This is the one example presented for which lognormality of the nonzero values was rejected ($P=0.02$). Though the estimate $c = 2.0$ kg/tow is considerably smaller than the sample mean ($\bar{x} = 26.2$ kg/tow), it is much more consistent with previous and subsequent survey indices (e.g. 1.6 kg/tow in 1972 and 2.5 kg/tow in 1974) than is the sample mean (see Fig. 5 in Sissenwine, 1978).

### No dominating large catch

The more usual type of survey data set is one that is highly skewed but does not contain a relatively large isolated value. A typical example of this sort of data is seen in Figure 2 which shows the catch per tow of juvenile Arcto-Norwegian cod, Gadus morhua, collected during a 1989 midwater trawl survey in the western Barents Sea (Helle, 1994). The estimate of the mean from $c$ is 55.2 and from $\bar{x}$ is 49.7. Similarly, the estimate $d$ is greater than the sample variance (Table 2).

Another example is from a 1989 zooplankton survey in the Barents Sea (Helle, 1994). Figure 3 is a plot of the biomass per tow of copepods sampled with a Juday plankton net. The frequency distribution is similar to that in Figure 2, and, again, the estimates $c$ and $d$ are larger than the ordinary sample estimates (Table 2).

The sample average and variance will be underestimated for most samples (i.e. be smaller than the true values). This is due to the sampling distribution of $\bar{x}$ and $s^2$, which, for a highly skewed distribution, will still be skewed to the right for small to

<table>
<thead>
<tr>
<th>Data set</th>
<th>$n$</th>
<th>$m$</th>
<th>$\bar{x}$</th>
<th>$se_x$</th>
<th>$se_d$</th>
<th>$\bar{y}$</th>
<th>$s^2$</th>
<th>$c$</th>
<th>$[\text{var}_{\text{est}}(c)]^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial</td>
<td>50</td>
<td>50</td>
<td>38.8</td>
<td>35.6</td>
<td>5.0</td>
<td>0.175</td>
<td>3.921</td>
<td>7.6</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(7.4)</td>
<td>(7.6)</td>
<td>(0)</td>
<td>(4)</td>
<td>(7.4)</td>
<td>(3.8)</td>
<td></td>
</tr>
<tr>
<td>Red king crab</td>
<td>80</td>
<td>56</td>
<td>884.8</td>
<td>415.0</td>
<td>156.0</td>
<td>5.755</td>
<td>1.866</td>
<td>545.0</td>
<td>134.8</td>
</tr>
<tr>
<td>Petrale sole</td>
<td>40</td>
<td>30</td>
<td>179.2</td>
<td>115.2</td>
<td>46.9</td>
<td>3.96</td>
<td>2.238</td>
<td>112.1</td>
<td>39.8</td>
</tr>
<tr>
<td>Atlantic mackerel</td>
<td>216</td>
<td>67</td>
<td>26.2</td>
<td>24.0</td>
<td>1.4</td>
<td>-0.165</td>
<td>4.269</td>
<td>2.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Juvenile cod</td>
<td>161</td>
<td>99</td>
<td>49.7</td>
<td>11.7</td>
<td>26.7</td>
<td>2.759</td>
<td>3.572</td>
<td>55.2</td>
<td>16.4</td>
</tr>
<tr>
<td>Zooplankton</td>
<td>160</td>
<td>160</td>
<td>478.1</td>
<td>68.9</td>
<td>93.2</td>
<td>5.338</td>
<td>1.876</td>
<td>525.7</td>
<td>77.2</td>
</tr>
</tbody>
</table>
moderate sample sizes. The median can be much smaller than the mean for a skewed distribution, and, therefore, the sample estimators are not only less efficient but will underestimate the true values of the parameters most of the time (Pennington, 1983; McConnaughey and Conquest, 1992; Conquest et al., 1996). The sampling distribution of \( s^2 \) is much more skewed than is the sampling distribution of \( \bar{x} \), which is the reason that \( s^2 \) often greatly underestimates its expected value more often than does \( \bar{x} \) (Pennington, 1986). The sample estimators are unbiased, even though most of the time the estimates are low and are very high for the occasional sample that contains a huge catch (McConnaughey and Conquest, 1992).

**Discussion**

The estimators of abundance, based on the lognormal model, perform as expected on real survey data if the underlying model for the nonzero values is a lognormal distribution. The estimates are more precise, and the occasional huge catch does not affect the estimates nearly as much as it does the sample average (see also McConnaughey and Conquest, 1992). The \( \Delta \)-estimators treat these large catches as part of the distribution, as a reflection of how fish are actually distributed spatially, eliminating the need to handle them as “outliers,” that is, to discard the points arbitrarily in an analysis of the data. Since all models only approximate reality, an advantage in using lognormal-based estimators for marine data is that they appear to be fairly robust to deviations from the model (Blackwood, 1991; Pennington, 1991; Conquest et al., 1996).

The \( \Delta \)-estimators can be much more efficient than the sample estimators but lose this advantage for small samples (see Smith, 1988; Fig. 1). Thus for stratified surveys in which the region is divided into many relatively small strata and only a few stations are selected in each stratum, little would be gained by using the \( \Delta \)-estimators (Smith, 1988). Only a slight gain in precision is usually achieved by increasing the number of strata beyond 6 (Cochran, 1977). Consequently it appears that a better survey design would be one that has larger strata with at least 20-30 stations in each stratum (Fig. 1). Not only would this design improve the efficiency of the \( \Delta \)-estimators but it would then be possible to exploit optimal sample allocation schemes that may be more efficient (Gavaris and Smith, 1987; Polacheck and Vølstad,
For current surveys with sampling intensity proportional to stratum area, it would likely be better to combine the small strata into ones with larger sample sizes for calculating abundance estimates. Another way to increase sample sizes for future surveys and to improve survey efficiency in general would be to reduce tow duration and use the time saved to sample at more stations (Pennington and Vålstad, 1991, 1994).

It has been suggested that since the lognormal model may be incorrect or not robust, the sample average and variance are the preferred estimators (Jolly and Hampton, 1990; Myers and Pepin, 1990; Smith, 1990). Using finite population techniques, Smith (1990) examined the performance of the estimators based on the \( \Delta \)-distribution and concluded that for small populations the estimators are biased and not robust to deviations from the model. But the sort of model-based bias that Smith considered is not a concern for marine surveys. Because for most, if not all, marine surveys, the population size, i.e. the total number of tows that could be made, is effectively infinite, whereas Smith's simulations were samples from populations of size 30. There is no reason that the \( \Delta \)-estimators should be unbiased if applied to samples from small populations. For Smith's simulations, the usual properties of the lognormal-based estimators are apparent if the small samples \( (n=3) \) are assumed to be from a larger population. That is, if the samples of size 3 are assumed to come from a survey for which the possible number of tows (the population size) is large, then the estimators are unbiased (see Table 1 in Smith, 1990). The model-based bias that Smith observed is a function of population size, not a property as such of the \( \Delta \)-estimators or the size of the sample.

What would cause concern is the possibility that the underlying distribution may have appeared to be approximately lognormal but was not and that the departure from lognormality caused the lognormal-based estimates and inferences to be misleading. Myers and Pepin (1990) have claimed, motivated by some simulations, that lognormal-based estimators are very sensitive to undetectable deviations from lognormality. But to test a model fairly, the alternative models should be realistic. The nonrobustness that they observed was simply due to the contamination of lognormal distributions with very small values, the opposite of what causes the imprecision of abundance estimates from marine surveys, i.e. the large catches (Pennington, 1991). It was not only that the contaminating values were small, but there was a relatively high probability that small values would occur. Since \( \ln(x) \) goes to minus infinity as \( x \) approaches zero, these small values resulted in large negative values on the log scale, which caused the extreme instability of the lognormal-based estimators in Myers and Pepin's simulations. Aitchison (1986, p. 270) made the same point when discussing a sensitivity analysis of another log-based procedure. Analyzing artificial data is no different from analyzing real data; all aspects of the simulated data should be examined carefully (see, e.g. McConnaughey and Conquest, 1992) to ensure that the resulting conclusions are relevant.

In practice, even if such small values were statistically "undetectable" (Myers and Pepin, 1991), one would know (e.g. by looking at the data) whether values could be arbitrarily close to zero and, if so, deal with them appropriately as in Pennington (1991). The small values that may occur after transforming abundance data for a particular length class with an age-length key (Myers and Pepin, 1991) will not cause any problems if the original catch at length data are distributed lognormally. This is because \( \ln(ax) = \ln a + \ln x \), and, therefore, the log-based estimate of the mean of \( ax \) is \( a \) multiplied by that for \( x \).

The reason most often given for using the sample estimates and not employing any modeling techniques is that the sample average and variance are always unbiased estimators (Myers and Pepin, 1990; Smith, 1990). Lognormal-based estimators may be slightly biased for some applications but they are not overly influenced by the occasional huge catches and therefore can have a considerably smaller mean square error than the sample estimates for highly skewed distributions (Conquest et al., 1996).

There are problems if the sample estimates are used for marine data (Lo et al., 1992). The estimators are very sensitive to large catches and therefore may be rather inefficient. Another difficulty is that for the sample sizes common for marine surveys, the distribution of the sample average may be far from normal for these highly skewed distributions (Sissenwine, 1978; McConnaughey and Conquest, 1992; Conquest et al., 1996). Thus the central limit theorem cannot be invoked to assess the uncertainty associated with the estimates or to make inferences. Likewise, the distribution of the \( \Delta \)-estimator may not approximate a normal distribution for small samples, but for skewed distributions it appears to converge to normality more quickly than does the sample mean (Conquest et al., 1996). For small to moderate sample sizes, methods based on the lognormal model can be used to make confidence statements.
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